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Abstract. We study randomizations of definable groups. Whenever the underlying theory is
stable or NIP and the group is definably amenable, we show its randomization is definably

connected.

1. Introduction

The randomization of a model M is a continuous structure build by taking random variables
whose values belong to M . It was first introduced by Keisler in [9] and formalized in the continuous
setting by Ben Yaacov and Keisler [7]. If we call T = Th(M), this procedure generates a new theory
TR, the theory of the randomized structure, which does not depend on the underlying model M
but only on its theory T . Randomizations are perhaps the most interesting way of transferring
information from a discrete theory T (and even a continuous theory) to a new continuous theory
TR. Many desirable model-theoretic properties such as ω-categoricity, ω-stability, stability and
NIP hold in T if and only if they hold in TR ([7, 3]). Even a nice description of separable models
can be achieved understanding the countable models of T [2]. On the other hand, tree properties
are more difficult to control, it has been observed by Ben Yaacov that randomizing a simple
unstable theory gives a theory with the TP2 property. Also understanding indiscernible sequences
and forking independence in the randomization can be quite hard, this being a problem that can
not be described by pointwise assertions of the random variables.

This paper deals with randomizing groups, the main result that we prove is that if the underlying
theory T is stable and G is a definable group, then its randomization GR is a definable connected
group. We prove a similar result when T is NIP and the group is definably amenable. In particular,
we explicitly describe the generic elements in GR in terms of the generics of G and do a basic study
of stabilizers.

This paper is organized as follows. In section 2 we review some basic properties of definable
groups in stable theories, NIP theories and amenable groups, both in the discrete and in the
continuous setting. We expect the reader to be familiar with continuous logic and in particular
definability, a good source for this material is [6]. We also provide a proof for the existence of the
connected component G00 of G when G is a definable NIP group in the continuous setting. In
section 3 we recall the basic theory of randomizations. In section 4 we show that certain structural
properties transfer from G to GR such as being abelian, divisible and definably nilpotent. We
also prove the main set of theorems: a randomized stable group is connected as well as a the
randomization of a NIP group which is definably amenable.

2. Preliminaries

2.1. Definable groups. In this section we recall some well known results on stable groups, in
particular their connected components and the action of G on the space of types.

Theorem 2.1 (Corollary 7.1.6 in [10]). Let T be stable and G a definable group. Then there exists
G0 ≤ G the smallest type-definable subgroup of bounded index. G0 is normal and ∅-type-definable.
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We call G0 the connected component of G and it is the intersection of all definable subgroups of
finite index.

The group G acts on the space of types S1(G) in the following manner: for a ∈ G and p ∈ S1(G)
ap = {ϕ(a−1x) ; ϕ(x) ∈ p}.

We will write ∆ for a finite set of formulas ϕ(x, y) where y denotes the tuple of variables that
serves as parameters.

Definition 2.2. Let A be a set of parameters. A partial ∆-type over A is a set of formulas of
the form ϕ(x, a) or ¬ϕ(x, a) where a is a tuple from A and ϕ(x, y) ∈ ∆. If p ∈ S1(A) we denote
by p ↾ ∆ its restriction to a ∆-type. A set of formulas ∆ is said to be invariant if for any partial
∆-type p over G and a ∈ G, the set of formulas ap is again a partial ∆-type over G.

If ϕ(x, y) is an L-formula we denote by ϕ∗(x, y, z) the formula ϕ(zx, y). For ∆ a set of formulas,
define ∆∗ = {ϕ∗(x, y, z) ; ϕ(x, y) ∈ ∆}. ∆∗ is invariant and every partial ∆-type over G is also a
partial ∆∗-type.

Definition 2.3. Let ∆ be an invariant set of formulas and p ∈ S1(G). The ∆-stabilizer of p is

stab(p,∆) = {a ∈ G ; a(p ↾∆) = p ↾∆}.
The stabilizer of p is

stab(p) = {a ∈ G ; ap = p} =⋂{stab(p,∆) ; ∆ is invariant}.

Definition 2.4. A type p ∈ S1(G) is generic if for every a ∈ G, the type ap does not fork over A,
the set of parameters over which G is definable.

Theorem 2.5 (Proposition 5.3.1 and Corollary 5.3.1 in [8]). Let G be a stable group. Then:

(1) p ∈ S1(G) is generic if and only if stab(p) = G0.
(2) There is a generic type in each coset modulo G0.
(3) The action of G restricted to the generic types is transitive.
(4) If a, b ∈ G belong to the same coset modulo G0 and p ∈ S1(G) is generic then ap = bp.

In the ω-stable case, G0 is definable and of finite index, and there are finitely many generic
types. Furthermore, a type is generic if it has maximal Morley rank.

Proposition 2.6. Let G be a stable group and ∆ a finite invariant set of formulas. Then:

(1) The set {p ↾∆ ; p ∈ S1(G) is generic} is finite.
(2) If ∆′ is finite and invariant, and ∆ ⊆ ∆′ then for every ϕ(x, y) ∈ ∆ and every tuple c in G

∣{p ↾∆ ; p ∈ S1(G) generic, ϕ(x, c) ∈ p}∣
∣{p ↾∆ ; p ∈ S1(G) generic}∣ = ∣{p ↾∆′ ; p ∈ S1(G) generic, ϕ(x, c) ∈ p}∣

∣{p ↾∆′ ; p ∈ S1(G) generic}∣ .

Proof. The first numeral corresponds to Proposition 5.3.1 in [8]. For the second one, it is clear
that stab(p,∆′) is a finite index subgroup of stab(p,∆). Let k = [stab(p,∆) ∶ stab(p,∆′)]. Then,
there is exactly one type of the form (bp) ↾ ∆′ in each coset of stab(p,∆′) in G. Every coset of
stab(p,∆) in G contains k cosets of stab(p,∆′) in G. Hence,

∣{p ↾∆′ ; p ∈ S1(G) generic, ϕ(x, c) ∈ p}∣ = k∣{p ↾∆ ; p ∈ S1(G) generic, ϕ(x, c) ∈ p}∣
Similarly, ∣{p ↾ ∆′ ; p ∈ S1(G) generic}∣ = k∣{p ↾ ∆ ; p ∈ S1(G) generic}∣ and the conclusion
follows. �

Definable groups in the continuous setting

The results and definitions mentioned in this section are based on [4]. Let T be a continuous
stable theory, G a type-definable group whose group operation is also type-definable. We identify
G with its points in a κ-saturated, κ-strongly homogeneous model C, for κ large enough. We denote
by SG(C) the subspace of S1(C) consisting of types that imply x ∈ G. This is a closed subspace of
S1(C).
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Definition 2.7. We say that a type p ∈ SG(C) is generic if every logical neighbourhood of p defines
a generic set i.e. one for which finitely many translates cover the group.

As in the first order case, the group G acts on its space of types by left translation. The stabilizer
is defined in the same way and once again we have the notion of connected component.

Proposition 2.8 (Theorem 6.14 in [4]). Let G be a type-definable group over ∅ in a stable theory.
Then there exists G0 ≤ G, the smallest type-definable subgroup of bounded index. G0 is normal and
type-definable over ∅.

The next result is the analogous to Theorem 2.5 for continuous stable groups.

Theorem 2.9 (Proposition 6.9, Proposition 6.13 and Theorem 6.14 in [4]). Let G be an ∅-definable
group in a continuous stable theory. Then:

(1) p ∈ SG(C) is generic if and only if stab(p) = G0.
(2) The action of G restricted to the generic types is transitive.
(3) If a, b ∈ G belong to the same coset modulo G0 and p ∈ SG(C) is generic then ap = bp.
(4) There is a generic type in each coset modulo G0.

2.2. NIP theories. Let T denote a complete continuous theory and C a κ-saturated, κ-strongly
homogeneous model of T , for κ large enough.

Definition 2.10. A formula ϕ(x, y) has the independence property (IP) if there are r, s ∈ [0,1],
r < s, sequences ⟨ai ; i < ω⟩, ⟨bI ; I ⊆ ω⟩ in C such that ϕ(ai, bI) ≤ r for i ∈ I and ϕ(ai, bI) ≥ s for
i ∉ I. A theory T is NIP if no formula has the independence property.

By compactness, a continuous formula ϕ(x, y) has IP if we can find r, s ∈ [0,1], r < s, N ⊧ T
and sequences ⟨ai ; i < ω⟩, ⟨bI ; I ⊆ ω, ∣I ∣ < ω⟩ such that ϕ(ai, bI) ≤ r for i ∈ I and ϕ(ai, bI) ≥ s for
i ∉ I.

Let T denote now a complete first order theory and C a κ-saturated, κ-strongly homogeneous
model of T , for κ large enough.

Definition 2.11. Let A be a subset of C, a Keisler measure ν over A is a finitely additive
probability measure in the algebra of definable sets over A.

To every Keisler measure over A we can associate a regular probability measure in S1(A). The
detailed construction is given in Chapter 7 of [12]. An important fact about NIP theories is that
we can approximate Keisler measures by sampling on the space of types. For this purpose, for
p1, . . . , pn ∈ S1(A) and X Borel subset of S1(A) we will denote by Av(p1, . . . , pn;X) the quotient
∣{k∈{1,...,n} ; pk∈X}∣

n
.

Proposition 2.12 (Proposition 7.11 in [12]). Let ν be a Keisler measure over A, ϕ(x, y) be a
formula and X1, . . . ,Xm be Borel subsets of S1(A). Then, for any given ε > 0 there are types
p1, . . . , pn ∈ S1(A) such that for every tuple b in A and every k ≤m

∣ν(ϕ(x, b) ∩Xk) −Av(p1, . . . , pn;ϕ(x, b) ∩Xk)∣ < ε.
An immediate consequence is the following corollary.

Corollary 2.13. Assume that A has at least two different elements. Let ν be a Keisler measure
over A and let ϕ1(x, y), . . . , ϕm(x, y) be formulas. Then, for any given ε > 0 there are types
p1, . . . , pn ∈ S1(A) such that for every tuple b in A and every k ≤m

∣ν(ϕk(x, b)) −Av(p1, . . . , pn;ϕk(x, b))∣ < ε.
Proof. Consider the formula

ψ(x, y, z1, . . . , zm+1) ∶ ⋀
1≤k≤m

(z1 = zk+1 ⇒ ϕk(x, y)).

Take ε > 0. By the previous proposition, there are types p1, . . . , pn ∈ S1(A) such that for any tuples
b, c in A

∣ν(ψ(x, b, c)) −Av(p1, . . . , pn;ψ(x, b, c))∣ < ε.



RANDOMIZATION OF DEFINABLE GROUPS 4

Fix k ≤ m, take a1, a2 ∈ A different from each other and define c as c1 = ck+1 = a1 y cj = a2 for
1 ≤ j ≤m with j ≠,1, k+1. Thus, for any tuple b in A, ϕk(x, b) is equivalent to ψ(x, b, c). Therefore,

∣ν(ϕk(x, b)) −Av(p1, . . . , pn;ϕk(x, b))∣ = ∣ν(ψ(x, b, c)) −Av(p1, . . . , pn;ψ(x, b, c))∣ < ε.

�

Definition 2.14. Let ν be a Keisler measure over C and A ⊆ C. We say that ν is invariant over
A if for any two tuples b, b′ in C with tp(b/A) = tp(b′/A) and any formula ϕ(x, y) we have that
ν(ϕ(x, b)) = ν(ϕ(x, b′)).

Definition 2.15. Let M = (M, . . . ) be a model of T and let ν be a Keisler measure over C. We
say that ν is Borel-definable over M if it is invariant over M and for every formula ϕ(x, y) and
r ∈ [0,1] the set

{q ∈ S∣y∣(M) ; µ(ϕ(x, b)) < r for any b ∈ C, with b ⊧ q}
is Borel in S∣y∣(M).

Proposition 2.16 (Proposition 7.19 in [12]). Let ν be a Keisler measure over C invariant over
M, then ν is Borel-definable over M.

As usual, we identify a definable group G with its points in C. If ν is a Keisler measure over A
we say that ν concentrates at G if ν(G) = 1.

Definition 2.17. We say that G is definably amenable if there is a Keisler measure ν over C that
concentrates at G and is left-invariant i.e. for every L(C)-formula ϕ(x) that defines a set in G and
g ∈ G we have that ν(ϕ(x)) = ν(gϕ(x)).

Definition 2.18. Given a small set of parameters A, we denote by G00
A the intersection of all

type-definable subgroups over A of bounded index. We say that G00 exists if G00
A does not depend

on A and it is equal to G00
∅ .

We will show that in the case of a continuous NIP theory G00 always exists. The proof is a
straightforward adaptation of the discrete case given in [12]:

Theorem 2.19. Assume that T is a continuous NIP theory. Then G00 exists.

Proof. Let C be a monster model. Suppose on the contrary, that G00 does not exist. Then there
is a collection {Hi ; i < κ} of different type-definable subgroups of bounded index. We can assume
that each Hi is the intersection of at most ℵ0 conditions. By Ramsey’s theorem and compactness
there is a sequence ⟨Hi ; i < ω⟩ that is indiscernible. This means that there is a type-definable set
Φ(x, y) and an indiscernible sequence of tuples ⟨bi ; i ∈ ω⟩ such that Hi corresponds to the zeroset
of Φ(x, bi). Furthermore, by adding formulas to the type Φ(x, y) we can assume that Φ(x, b) de-
fines a subgroup for every b ∈ C.

We will show that for every i ∈ ω, Hi does not contain ⋂
j≠i
Hj . Suppose that for some i ∈ ω

it does. The intersection ⋂
j≠i
Hj has bounded index and so there are boundedly many subgroups

containing it. Now insert in place of Hi a sufficiently long sequence ⟨H ′
k ; k < λ⟩ such that the

whole sequence is still indiscernible. Since each H ′
k contains ⋂

j≠i
Hj we get a contradiction.

For each i < ω, pick ai ∈ ⋂
j≠i
Hj ∖Hi such that the sequence ⟨ai, bi ; i ∈ ω⟩ is indiscernible. Since

ai ∉Hi, there is φ(x, y) ∈ Φ(x, y) such that r = φ(ai, bi) > 0. In this way, φ(ai, bj) = 0 if and only if
i ≠ j and φ(ai, bi) = r for every i ∈ ω.

Claim 1: For every ε > 0 there are ψ1(x, y), . . . , ψn(x, y) ∈ Φ(x, y) and there is δ > 0 such that for
every x1, x2, x3, y ∈ C if max

i=1,2,3
{max{ψ1(xi, y), . . . , ψn(xi, y)}} < δ then φ(x1 ⋅ x2 ⋅ x3, y) ≤ ε.
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Proof. Assume that the claim does not hold. Then there is ε > 0 such that for every n ∈ N, every
ψ1(x, y), . . . , ψn(x, y) ∈ Φ(x, y) and every m ∈ N there are a1, a2, a3, b ∈ C such that

max
i=1,2,3

{max{ψ1(ai, b), . . . , ψn(ai, b)}} < 1/m

and φ(a1 ⋅ a2 ⋅ a3, b) > ε. This implies that the set

{ψ(xi, y) ≤ 1/m ; ψ(x, y) ∈ Φ(x, y), i = 1,2,3, m ∈ N} ∪ {φ(x1 ⋅ x2 ⋅ x3, y) ≥ ε}
is finitely satisfiable. By saturation there are a1, a2, a3, b ∈ C that satisfy all the conditions simul-
taneously. Therefore, Φ(ai, b) = 0, for i = 1,2,3. This set of conditions defines a subgroup, then
Φ(a1 ⋅ a2 ⋅ a3, b) = 0. However, φ(a1 ⋅ a2 ⋅ a3, b) ≥ ε, a contradiction. �

Take ε = r/2 and ψ1(x, y), . . . , ψn(x, y), δ as in the claim. We will show that max{ψ1(x, y), . . . , ψn(x, y)}
has IP. For I = {i1, . . . , im} ⊂ ω, define aI = ai1⋯aim . If i ∉ I then aI ∈Hi. Hence,

max{ψ1(aI , bi), . . . , ψn(aI , bi)} = 0.

In case i = ik ∈ I, then c0 = ai1⋯aik−1 and c1 = aik+1⋯aim belong to Hi. Thus, ai = c−1
0 aIc

−1
1 and

max{ψ1(c−1
0 , bi), . . . , ψn(c−1

0 , bi)} = max{ψ1(c−1
1 , bi), . . . , ψn(c−1

1 , bi)} = 0.

Claim 2: max{ψ1(aI , bi), . . . , ψn(aI , bi)} ≥ δ.

Otherwise, ψ1(aI , bi) < δ, . . . , ψn(aI , bi) < δ and by the Claim 1, r = φ(ai, bi) = φ(c−1
0 aIc

−1
1 , bi) ≤

r/2. �

3. Randomizations

Given a first order language L, the randomization language, denoted by LR, is a continuous,
two-sorted language (K,B). The first sort, corresponding to random elements and the second one
to events. The language consists of a map Jϕ(⋅)K ∶ Kn Ð→ B for each L-formula ϕ with n free
variables. It includes the Boolean operations ⊺,�,⊔,⊓,¬ of sort B and a unary predicate µ in B.
We will review some basic properties of randomizations, for a complete presentation see [7] or [2].

Quantifiers in the LR-formulas must be understood in the approximate sense, i.e. ∀x stands for
supx and ∃x represents inf x. The uppercase letters X,Y,Z, . . . will denote continuous variables of
sort K, while A,B,C, . . . will denote variables of sort B. The lowercase letters x, y, z, . . . represent
first order variables in the L-formulas. We will also write A = B instead of dB(A,B) = 0.

Definition 3.1. A randomization of M is a pre-structure (K,B) in the language LR satisfying:

(1) (Ω,B, µ) is an atomless finitely additive probability space.
(2) K is a set of functions from Ω to M .
(3) For each L-formula ϕ(x) and each n-tuple f in K,

Jϕ(f)K = {ω ∈ Ω ; M ⊧ ϕ(f(ω))}.
(4) (K,B) ⊧ ∀B∃X∃Y (B = JX = Y K).

Namely, given B ∈ B and ε > 0 there are f, g ∈ K such that µ(Jf = gK△B) < ε. So every
event can be approximated by equality of functions.

(5) For every L-formula ψ(x, y)
(K,B) ⊧ ∀Y ∃X(Jψ(X,Y )K = J∃xψ(x,Y )K).

This means, that for any given tuple g in Kn and ε > 0 there is f ∈ K such that µ(Jψ(f, g)K△
J∃xψ(x, g)K) < ε. This guarantees the existence of approximate witnesses for the existential
quantifier in the L-formulas.

(6) For f, g ∈ K, dK(f, g) = µJf ≠ gK.
(7) For B,C ∈ B, dB(B,C) = µ(B△C).
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In this pre-structure dK and dB are pseudometrics. After taking the quotient and then the
completion we obtain a continuous structure.

Definition 3.2. Let ([0,1],Bλ, λ) be the usual Borel probability measure on [0,1]. If M is a first

order structure then (M[0,1],Bλ) denotes the randomization whose universe in the sort K consists
of the set of measurable functions from [0,1] into M of countable range.

Definition 3.3. Let TR be the common theory of all randomizations of models of T .

The following results are some important facts regarding the randomization theory TR.

Theorem 3.4 (Theorem 2.1 in [7]). TR is complete.

Theorem 3.5 (Theorem 2.3 in [7]). If (K,B) is a model of TR then there is a model M of T and
a randomization MR of M such that (K,B) is isomorphic to MR.

Theorem 3.6 (Theorem 2.9 in [7]). TR admits strong quantifier elimination.

An axiomatization of the randomization theory, TR, is given in [7]. However, we will mention
the following axiom which will be used throughout the paper.

Transfer Axiom: For every ϕ ∈ T
JϕK = ⊺.

Theorem 3.7 (Theorem 2.7 in [7]). Every model of TR has perfect witnesses. This means that:

● For every L-formula ϕ(x, y) and every g ∈ K∣y∣ there is f ∈ K such that

Jϕ(f, g)K = J∃xϕ(x, g)K.
● For every B ∈ B there are f, g ∈ K such that B = Jf = gK.

Next, we introduce some properties that preserves the randomization.

Theorem 3.8 (Theorem 4.1 in [7]). T is ω-stable if and only if TR is ω-stable.

Theorem 3.9 (Theorem 5.14 in [7]). If T is stable then TR is stable.

Theorem 3.10 (Theorem 5.3 in [3]). If T is an NIP theory then TR is NIP too.

The following construction will be useful later on. It allows one to expand the probability space
by taking the product with the unit interval.

Lemma 3.11. Let (K,B) be a randomization of M, with probability space (Ω,B, µ). Then there is
(K0,B0) an elementary extension of (K,B), whose underlying probability space is (Ω×[0,1],B0, µ0),
where B0 is the product algebra and µ0 the product measure (taking in [0,1] the usual Borel algebra).

Proof. Define K′0 as the set of functions f ∶ Ω × [0,1] Ð→ M such that there are {A1, . . . ,An}
partition of [0,1] in measurable sets and f1, . . . , fn ∈ K satisfying f(ω, t) = fi(ω) for (ω, t) ∈ Ω×Ai
and i ≤ n. We will show that (K′0,B0) is a randomization of M. So, the model will be the result of
taking the quotient and then the completion. We will check the seven properties in Definition 3.1.

(1) (B0, µ0) comes from (Ω × [0,1],B0, µ0), which is an atomless finitely additive probability
space.

(2) By definition K′0 ⊆MΩ×[0,1].
(3) Let ψ(x) be an L-formula and f a tuple in K′0. Then there are A1, . . . ,Am partition of

[0,1] and g1, . . . , gm tuples in K such that f(ω, t) = gi(ω) for (ω, t) ∈ Ω×Ai e i ≤ n. Thus,

Jψ(f)K = {(ω, t) ∈ Ω × [0,1] ; M ⊧ ψ(f(ω, t))}
= ⋃

1≤i≤m
{(ω, t) ∈ Ω ×Ai ; M ⊧ ψ(f(ω, t))}

= ⋃
1≤i≤m

Jψ(gi)K ×Ai.

Clearly, this set belongs to B0.
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(4) Take B ∈ B0 and ε > 0. Then there are B1, . . . ,Bn measurable subsets of Ω and A1, . . . ,An
measurable subsets of [0,1] such that

µ0(B △ ⋃
1≤i≤n

Bi ×Ai) <
ε

2
.

We can assume that A1, . . . ,An are pairwise disjoint. Since (K,B) is a randomization there
are f1, g1, . . . , fn, gn ∈ K satisfying µ(Bi △ Jfi = giK) < ε/(2n) for every i ≤ n. Next, take
f0, g0 ∈ K such that Jf0 ≠ g0K = ⊺ and define f, g ∈ K′0 as

f(ω, t) =
⎧⎪⎪⎨⎪⎪⎩

fi(ω) if t ∈ Ai for some i ≤ n
f0(ω) if t ∈ [0,1] ∖ (A1 ∪ ⋅ ⋅ ⋅ ∪An).

g(ω, t) =
⎧⎪⎪⎨⎪⎪⎩

gi(ω) if t ∈ Ai for some i ≤ n
g0(ω) if t ∈ [0,1] ∖ (A1 ∪ ⋅ ⋅ ⋅ ∪An).

We have that Jf = gK = ⋃
1≤i≤n

Jfi = giK ×Ai. In this way,

µ0(B△ Jf = gK) ≤ µ0(B △ ⋃
1≤i≤n

Bi ×Ai) + µ0( ⋃
1≤i≤n

Bi ×Ai △ ⋃
1≤i≤n

Jfi = giK ×Ai)

< ε

2
+ µ0( ⋃

1≤i≤n
(Bi△ Jfi = giK) ×Ai)

≤ ε

2
+ ∑

1≤i≤n
µ0((Bi△ Jfi = giK) ×Ai)

< ε

2
+ n( ε

2n
) = ε.

(5) Let θ(x, y) be an L-formula, ε > 0 and let g be a tuple in K′0. There is a partition,
A1, . . . ,An of [0,1] and tuples g1, . . . , gn in K such that g(w, t) = gi(w) for (ω, t) ∈ Ω ×Ai
and i ≤ n. Since (K,B) is a randomization, for each i ≤ n, there is fi ∈ K such that
µ(Jθ(fi, gi)K△ J(∃x)θ(gi)K) < ε/n. Define f ∈ K′0 as f(ω, t) = fi(ω) for (ω, t) ∈ Ω ×Ai with
i ≤ n. Since,

J(∃x)θ(g)K = ⋃
1≤i≤n

J(∃x)θ(gi)K ×Ai,

then

µ0(Jθ(f, g)K△ J(∃x)θ(g)K) = µ0( ⋃
1≤i≤n

Jθ(fi, gi)K ×Ai △ ⋃
1≤i≤n

J(∃x)θ(gi)K ×Ai)

≤ µ0( ⋃
1≤i≤n

(Jθ(fi, gi)K△ J(∃x)θ(gi)K) ×Ai)

< n( ε
n
) = ε.

(6) and 7. It is immediate that dK(f, g) = µ0Jf ≠ gK and dB(B,C) = µ0(B △ C) define
pseudometrics.

Let (K0,B0) the model obtained after taking the quotient and the completion. The elementary
embedding of (K,B) into (K0,B0) is given by: B z→ B × [0,1] and f z→ f ′ where f ′(ω, t) = f(ω)
for every (ω, t) ∈ Ω × [0,1]. �

This extension of (K,B) will always be denoted by (K0,B0) and we will refer to it as the product
extension. Now we recall how definability works in the continuous setting.

Definition 3.12. Let U be a continuous structure. A closed set D ⊆ Un is definable in U over A
if the distance predicate dist(x,D) ∶ Un Ð→ [0,1] is definable in U over A.

Let f ∶ Un Ð→ U be a mapping. We say that f is definable in U over A if the predicate
P ∶ Un ×U Ð→ [0,1] defined by

P (x, y) = d(f(x), y)
is definable in U over A.
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Lemma 3.13. Let D ⊆M be ∅-definable. Then the set

DR = {f ∈ K ; µ({ω ∈ Ω ; f(ω) ∈D}) = 1},
is an ∅-definable subset of (K,B). If D is definable with parameters a1, . . . , an then DR is definable
in every model of Th(M)R that contains the constant functions a1, . . . , an.

Proof. We will only proof the case with parameters. Let a1, . . . , an ∈ M be such that D = {b ∈
M ; M ⊧ ϕ(b, a1, . . . , an)} for some L-formula ϕ(x, y1, . . . , yn). Take (K′,B′) a model of Th(M)R
that contains the constant functions a1, . . . , an. Let ã1, . . . , ãn be such mappings. Then

DR = {f ∈ K ; µJϕ(f, ã1, . . . , ãn)K) = 1}.
Note that if D is not empty, then by perfect witnesses, DR is not empty too. It is also true that

dist(X,DR) = 1 − µJϕ(X, ã1, . . . , ãn)K.
Indeed, if g ∈ K′ then for f ∈ DR, {ω ∈ Ω ; f(ω) ≠ g(ω)} ⊇ {ω ∈ Ω ; g(ω) ∉ D}. So, dK(f, g) ≥
1 − µJϕ(g, ã1, . . . , ãn)K. Therefore, dist(g,DR) ≥ 1 − µJϕ(g, ã1, . . . , ãn)K. For the other side of the
inequality, take f ∈ K′ such that f agrees with g in Jϕ(g, ã1, . . . , ãn)K and agrees with some f0 ∈DR

in ¬Jϕ(g, ã1, . . . , ãn)K. Hence, f ∈DR and dK(f, g) = 1 − µJϕ(g, ã1, . . . , ãn)K. �

4. Randomization of Definable Groups

Let L be a countable language, T a complete first order L-theory, M ⊧ T and G an ∅-definable
group. Let (K,B) be a model of TR which is κ-saturated for κ large enough. We know by
Proposition 2.1.10 from [1] that (K,B) is isomorphic to a randomization of C, a κ-saturated model
of T .

Proposition 4.1. The set

GR = {f ∈ K ; µ({ω ∈ Ω ; f(ω) ∈ G}) = 1}
is a definable subgroup of (K,B) with the group operation defined pointwise i.e. for f1, f2 ∈ GR,
f1 ⋅ f2(ω) = f1(ω)f2(ω).

Proof. By the Lemma 3.13, GR is a definable subset of K. In order to prove that the group
operation is a definable map on GR, first we must show that given f1, f2 ∈ GR the function f1 ⋅ f2

defined in the statement belongs to K. Let ϕ(x) be the first order formula that defines G and let
ψ(x, y, z) be the formula that defines “x ⋅ y = z”. Then the sentence

σ ∶ ∀x∀y(ϕ(x) ∧ ϕ(y)⇒ ∃z(ϕ(z) ∧ ψ(x, y, z) ∧ ∀w(ψ(x, y,w)⇒ w = z)))
belongs to T . By the transfer axiom and the fact that µJϕ(f1)K = µJϕ(f2)K = 1 we obtain that
there is a unique f3 ∈ K such that µJϕ(f3)K = 1 and µJψ(f1, f2, f3)K = 1. This f3 is the desired
function. Finally, to show that f1 ⋅ f2 is definable, we need to show that the distance to f1 ⋅ f2 is
a definable predicate. Indeed given f1, f2, f ∈ GR it is true that dK(f1 ⋅ f2, f) = 1 − µJψ(f1, f2, f)K,
which completes the proof. �

Proposition 4.2. GR is a topological group with the metric topology.

Proof. Notice that if d(f1, f
′
1) < ε/2 and d(f2, f

′
2) < ε/2 then d(f1 ⋅ f ′1, f2 ⋅ f ′2) < ε and d(f−1

1 , f ′−1
1 ) <

ε/2. �

Now we present some group properties that are preserved by the randomization thanks to the
transfer axiom.

Proposition 4.3. If G is abelian then GR is also abelian.

Proof. Is an immediate consequence of the transfer axiom applied to the sentence

∀x∀y(xy = yx).
�

Proposition 4.4. If G is divisible then GR is divisible.
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Proof. Fix n ≥ 1, then G ⊧ ∀x∃y(n ⋅ y = x). By the transfer axiom and perfect witnesses, for every
f ∈ GR there is g ∈ GR such that n ⋅ g = f . Since n was arbitrary, we get that GR is divisible. �

Definition 4.5. A group G (classic or continuous) is said to be definably nilpotent if there is a
sequence of normal definable subgroups {e} = G0 ⊴ G1 ⊴ ⋯ ⊴ Gn = G such that [G,Gi] ⊆ Gi−1 for
i = 1, . . . , n.

Proposition 4.6. If G is definably nilpotent then GR is definably nilpotent.

Proof. Let {e} = G0 ⊴ G1 ⊴ ⋯ ⊴ Gn = G be a sequence of definable normal subgroups with
[G,Gi] ⊆ Gi−1 for i = 1, . . . , n. The groups GRi are definable subgroups. The transfer axiom
applied to the sentence

∀x∀y((x ∈ Gi ∧ y ∈ Gi−1)→ x−1yx ∈ Gi−1),
implies that GRi−1 is a normal subgroup of GRi for i = 1, . . . , n. Since [G,Gi] ⊆ Gi−1, then

G ⊧ ∀x∀y(x ∈ Gi → x−1y−1xy ∈ Gi−1).
Applying the transfer axiom once again, we get that [GR,GRi ] ⊆ GRi−1 for i = 1, . . . , n. �

Definition 4.7. A group G (classic or continuous) is said to be definably solvable if there is a
sequence of normal definable subgroups {e} = G0 ⊴ G1 ⊴ ⋯ ⊴ Gn = G such that Gi/Gi−1 is abelian
for i = 1, . . . , n.

Proposition 4.8. If G is definably solvable then GR is definably solvable.

Proof. The proof is completely analogous to the nilpotent case, but considering the sentence

∀x∀y((x ∈ Gi ∧ y ∈ Gi)→ x−1y−1xy ∈ Gi−1)
instead of ∀x∀y(x ∈ Gi → x−1y−1xy ∈ Gi−1). �

We will now consider a special kind of definable subgroups of GR. As we will see later, some
stabilizers will have this form.

Example 4.9. Fix a partition {Ai ; i ∈ N} of Ω satisfying µ(Ai) > 0 for all i ∈ N. Take {Hi ; i ∈ N}
definable subgroups of G. The set

H = {f ∈ GR ; Ai ⊆ {ω ∈ Ω ; f(ω) ∈Hi}, for i ∈ N}.
is a definable subgroup of G. Let ϕi(x) define Hi for i ∈ N, then the distance predicate is approx-
imated by the predicates

σn(x) ∶ 1 − µ(A1 ∩ Jϕ1(x)K) −⋯ − µ(An ∩ Jϕn(x)K).
Now suppose that H is a proper subgroup, we will show that the index of H in GR is at least 2ℵ0 .
Take i ∈ N such that Hi ≠ G (such index exists because H ≠ GR). Let {Bj ; j ∈ N} be a partition
of Ai such that µ(Bj) > 0 for every j ∈ N. Since J∃x(x ∈ (G ∖Hi))K = ⊺, we can find f ∈ GR such
that Jf ∈ (G ∖Hi)K = ⊺. Now, denote by S the set of functions that take value e outside Ai, and
in each Bj take the constant value e or agrees with f . S has cardinality 2ℵ0 and each of these
functions is in a different coset of H in GR, thus [G ∶H] ≥ 2ℵ0 .

Our next goal is to study the notion of connectedness in randomizations of definable groups.

Lemma 4.10. If (Ω,B, µ) is a complete atomless measure algebra then there is a collection of
measurable sets {At ; t ∈ [0,1]} such that:

● µ(At) = t for t ∈ [0,1],
● As ⊆ At for s < t.

Proof. First we construct the sets {Ar ; r ∈ Q∩[0,1]}. Fix {ri ; i ∈ N} an enumeration of Q∩[0,1],
the construction will be done inductively. Let Ar0 be any set with µ(Ar0) = r0. Suppose that the
sets Arj are already defined for j < i, take Ari satisfying

⋃{Arj ; j < i, rj < ri} ⊆ Ari ⊆⋂({Arj ; j < i, rj > ri} ∪ {Ω})
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and µ(Ari) = ri. This can be done since the algebra is atomless. Given the sets {Ar ; r ∈ Q∩[0,1]}
and given t ∈ [0,1]∖Q let (rn)n∈N be an increasing sequence of rationals converging to t and define
At = ⋃

n∈N
Arn . �

Proposition 4.11. The group GR has no proper definable subgroups of finite index.

Proof. First we will prove that GR is pathwise connected. Let f1, f2 ∈ GR and let {At ; t ∈ [0,1]}
be as in the previous lemma. For t ∈ [0,1] define

ht(ω) =
⎧⎪⎪⎨⎪⎪⎩

f1(ω) if ω ∈ At
f2(ω) otherwise.

We have that h0 = f2, h1 = f1 and the map tz→ ht is continuous due to the fact that

dK(ht, hs) = µJht ≠ hsK
= µ(At△As)
= ∣t − s∣.

This shows that GR is pathwise connected. Assume H is a definable subgroup of GR of finite
index. Since H is the zeroset of a definable predicate, it is H is closed. Also, each coset of H in
GR is closed, and GR is covered by finitely many of these cosets. This implies that H is clopen.
Hence, H = GR. �

A definable group in a first order theory is said to be connected if it has no proper definable
subgroups of finite index. However, this notion is not the right one in order to define connectedness
in a continuous theory.

Definition 4.12. We say that a definable group in a continuous theory is definably connected if
it has no proper type-definable subgroups of bounded index.

Our next goal is to show that GR is definably connected for every ω-stable group G. We know
by Theorem 3.8 that GR is also ω-stable. The idea behind the proof is to find a type p ∈ SGR(K)
whose stabilizer is GR and use Theorem 2.9 to conclude that the group es definably connected.
For this purpose, we will use the generic types of G. Intuitively, for a function to be generic over
GR it is necessary that takes generic values. In addition, being a random function, it is natural to
think that if we have n generic types the function should have measure 1/n on each of them. To
guarantee independence from the elements of GR this function will be constructed in the product
extension.

Theorem 4.13. If G is an ω-stable definable group then GR is definably connected.

Proof. Suppose that [G ∶ G0] = n and let p1, . . . , pn ∈ S(G) be a list of the generic types. Let
η1(x, b1), . . . , ηn(x, bn) be the formulas that define the cosets of G0 in G, where b1, . . . , bn ∈ G.
Given i ≤ n, take σi ∈ Sn (the group of permutations of n elements) such that for all g ∈ G,

(**) if G ⊧ ηi(g, bi) then gpj = pσi(j).

Let GU be an ultrapower of G that realizes the generic types. Take g1, . . . , gn ∈ GU such that
gi ⊧ pi for 1 ≤ i ≤ n. Now, let (K′,B′) = (K,B)U . The structure (K′,B′) is an elementary extension
of (K,B) and contains a copy of GU . Given a ∈ GU , let us denote by ã the corresponding element
in K′. Now, take (K′0,B′0) the product extension, as in Lemma 3.11. For the sake of clarity, we
will write J⋅K0 for the events in B′0 and J⋅K for the events in B′. Since we can neglect null sets, we
will work in [0,1) instead of [0,1].

Define f ∈ K′0 as follows:

f(ω, t) = gi for (ω, t) ∈ Ω′ × [ i − 1

n
,
i

n
) for 1 ≤ i ≤ n.
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Let p = tp(f/GR), we will prove that stab(p) = GR. It suffices to show that for any h ∈ GR,
ϕ(x, y) an L-formula and a tuple in K

µJϕ(f, a)K0 = µJϕ(hf, a)K0.

We will need the following auxiliary construction. Given σ ∈ Sn we define Tσ ∶ [0,1)Ð→ [0,1), a

measure preserving transformation sending the interval [ i−1
n
, i
n
) onto [σ(i)−1

n
, σ(i)
n

) for each i ≤ n.

For t = (k − 1) ( 1
n
) + s with 0 ≤ s < 1

n
and 1 ≤ k ≤ n, let Tσ(t) = (σ(k) − 1) ( 1

n
) + s. Defined in this

manner, we also have that Tσ−1 = (Tσ)−1.

Fix h ∈ GR, ϕ(x, y) an L-formula and a tuple in Kn. We will construct a measure preserving
transformation

T̂ ∶ Jϕ(hf, a)K0 Ð→ Jϕ(f, a)K0,

which completes the proof. We will use the following two facts.

Claim 1: The sets Jη1(h, b̃1)K, . . . , Jηn(h, b̃n)K are a partition of Ω′.

Proof. We know that G ⊧ ∀x( ⋁
i≤n

ηi(x, bi)). Therefore, GU satisfies the same sentence and we have

that (K′,B′) ⊧ J∀x( ⋁
i≤n

ηi(x, b̃i))K = ⊺. In this way, J ⋁
i≤n

ηi(h, b̃i)K = ⊺. Using a similar argument and

the fact that for i ≠ j, G ⊧ ¬∃x(ηi(x, bi)∧ηj(x, bj)) we conclude that Jηi(h, b̃1)K∩Jηj(h, b̃1)K = �. �

Claim 2: For i, j ≤ n, Jηi(h, b̃i)K ∩ Jϕ(hg̃j , a)K = Jηi(h, b̃i)K ∩ Jϕ(g̃σi(j), a)K.

Proof. Let ψ(x, y, z) ∶ ϕ(zx, y), then by (**), for all i, j ≤ n,

G ⊧ ∀y∀z[(ηi(z, bi) ∧ dpjxϕ(x, y))↔ (ηi(z, bi) ∧ dpσi(j)xψ(x, y, z))].

By the transfer axiom,

(K′,B′) ⊧ ∀Y ∀Z(J(ηi(Z, b̃i) ∧ dpjxϕ(x,Y ))↔ (ηi(Z, bi) ∧ dpσi(j)xψ(x,Y,Z))K = ⊺).

Taking Y = a and Z = h we obtain the desired result. �

Given (ω, t) ∈ Jϕ(hf, a)K0 define

T̂ (ω, t) = (ω,Tσi(t)) for ω ∈ Jηi(h, b̃i)K for i ≤ n.

● If (ω, t) ∈ Jϕ(hf, a)K0 then T̂ (ω, t) ∈ Jϕ(f, a)K0.

Take (ω, t) ∈ Jϕ(hf, a)K0. Suppose that ω ∈ Jηi(h, b̃i)K and that j−1
n

≤ t < j
n

for some j ≤ n.

This means that ω ∈ Jηi(h, b̃i)K∩Jϕ(hg̃j , a)K, then by Claim 2, ω ∈ Jηi(h, b̃i)K∩Jϕ(g̃σi(j), a)K.
Thus (ω,Tσi(t)) ∈ Jϕ(f, a)K0.

● T̂ is one-to-one.

If T̂ (ω, t) = T̂ (ω′, t′) then ω = ω′ and for some i ∈ {1, . . . , n} we have ω ∈ Jηi(h, b̃i)K.
Then Tσ−1i (t) = Tσ−1i (t′), hence t = t′.

● T̂ is surjective.

If (ω, t) ∈ Jϕ(f, a)K0 with j−1
n

≤ t < j
n

then ω ∈ Jηi(h, b̃i)K ∩ Jϕ(g̃j , a)K. Using again

Claim 2, we obtain that ω ∈ Jηi(h, b̃i)K ∩ Jϕ(hg̃σ−1i (j), a)K. In this manner, (ω,Tσ−1i (t)) ∈
Jηi(h, b̃i)K0 ∩ Jϕ(hf, a)K0 and T̂ (ω,Tσ−1i (t)) = (ω, t).
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● T̂ is measure preserving.

If we fix 1 ≤ i ≤ n, T̂ restricted to Jηi(h, b̃i)K0 ∩ Jϕ(hf, a)K0 has as image Jηi(h, b̃i)K0 ∩
Jϕ(f, a)K0 and corresponds to IdΩ′ × Tσi , a measure preserving transformation. Since the

sets Jη1(h, b̃1)K, . . . , Jηn(h, b̃n)K are a partition of Ω′, we conclude that T̂ is measure pre-
serving.

�

The following examples shows that for some types in an ω-stable theory their stabilizer is a
definable subgroup of the form described in Example 4.9.

Example 4.14. Let T be the theory of vector spaces over Q and let V be a model of T of countable
dimension and W ⪰ V of countable dimension over V . Consider (V [0,1],Bλ) and (W [0,1],Bλ)0.

We can embed (W [0,1],Bλ)0 in a sufficiently saturated extension of (V [0,1],Bλ). We will study

stab(p/V [0,1]) where p is realized in (W [0,1],Bλ)0.

Let us denote by χA the characteristic function of the set A and assume f = ∑i,j≥0wijχAi×Bj
where {Ai ; i ≥ 0} and {Bj ; j ≥ 0} are Borel partitions of [0,1]. Now let g ∈ V [0,1] and
write g = ∑k≥0 vkχCk , where as before {Ck ; k ≥ 0} are Borel and form a partition of [0,1].
We may also write g = ∑k,i≥0 vkχCk∩Ai . Assume tp(g + f/V [0,1]) =tp(f/V [0,1]) and consider

the restriction to Ai (which belongs to (V [0,1],Bλ)). Each Ai is definable from V [0,1]. Then
µ(Jf + g = vK ∩Ai) = µ(Jf = vK ∩Ai) for every v ∈ V . Now, since V is countable then

{(ω, t) ∈ Ai × [0,1] ; f(ω, t) ∈ V } = ⋃
v∈V

Jf = vK ∩ (Ai × [0,1])

is a Borel subset of [0,1] × [0,1]. We study two cases.

Case 1. Assume that µ{(ω, t) ∈ Ai×[0,1] ; f(ω, t) ∈ V } > 0. We say such a set Ai is of type I. Now
consider s > 0 and let {vi ; i ≤m} ∈ V be the values on the range of f in Ai × [0,1] whose support
has measure at least s. Then whenever v ∈ V we have tp({vi ; i ≤m}/V ) =tp({vi + v ; i ≤m}/V )
if and only if v = 0. Thus we must have g ↾Ai= 0.

Case 2. Assume that µ{(ω, t) ∈ Ai × [0,1] ; f(ω, t) ∈ V } = 0 and call such sets of type
II. Then the values of f resctricted to Ai × [0,1] belong to W ∖ V and for any v ∈ V we
have that tp(f(ω, t)/V ) =tp(f(ω, t) + v/V ). So for (ω, t) ∈ Ai × [0,1] and any g, we have
tp(f(ω, t)/V ) =tp(f(ω, t) + g(ω)/V ) .

We can conclude that stab(tp(f/V [0,1]) = {g ∈ V [0,1] ; g(ω) = 0 for ω ∈ B}, where B is the
union of the sets Ai of type I.

Example 4.15. Let T be the theory of vector spaces over Q expanded with a unary predicate
for a vector subspace of infinite dimension and codimension. Repeat the previous analysis with
(V,V0) a countable model of T and (W,W0) and elementary extension of countable dimension over

(V,V0). We will study stab(p/((V,V0))[0,1]) where p is realized in ((W,W0)[0,1],Bλ)0.

Assume f = ∑i,j≥0wijχAi×Bj where {Ai ; i ≥ 0} and {Bj ; j ≥ 0} are partitions of [0,1] in terms

of Borel sets. Now let g ∈ (V,V0)[0,1] and write g = ∑k,i≥0 vkχCk∩Ai where {Ck ; k ≥ 0} are Borel

and form a partition of [0,1]. Suppose tp(g + f/(V,V0)[0,1]) =tp(f/(V,V0)[0,1]) and consider the
restriction to Ai. Now, since V is countable then

{(ω, t) ∈ Ai × [0,1] ; f(ω, t) ∈ V } = ⋃
v∈V

Jf = vK ∩ (Ai × [0,1])

is a Borel subset of [0,1] × [0,1]. We have three cases.
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Case 1. Assume that µ{(ω, t) ∈ Ai × [0,1] ; f(ω, t) ∈ V } > 0. We say such a set Ai is of type I. If
s > 0 and {vi ; i ≤m} ∈ V is the set of values on the range of f in Ai×[0,1] whose support has mea-
sure at least s. Then whenever v ∈ V we have tp({vi ; i ≤m}/(V,V0)) =tp({vi+v ; i ≤m}/(V,V0))
if and only if v = 0. Thus we must have g ↾Ai= 0.

Case 2. Assume that µ{(ω, t) ∈ Ai×[0,1] ; f(ω, t) ∈ V } = 0 and µ(Jf ∈W0K∩Ai) > 0 call such sets
of type II. Then the values of f resctricted to Ai×[0,1] belong to W ∖V and whenever f(ω, t) ∈W0

we have that tp(f(ω, t)/(V,V0)) =tp(f(ω, t) + v/(V,V0)) if and only if v ∈ V0. Hence, g ↾Ai should
belong to V0.

Case 3. If µ{(ω, t) ∈ Ai × [0,1] ; f(ω, t) ∈ V } = 0 and µ(Jf ∈ W0K ∩ Ai) = 0 then we say Ai is
of type III. We have that tp(f(ω, t)/(V,V0)) =tp(f(ω, t) + v/(V,V0)) for any v ∈ V . Hence, for
(ω, t) ∈ Ai × [0,1] and any g, we have tp(f(ω, t)/(V,V0)) =tp(f(ω, t) + g(ω)/(V,V0)) .

Therefore,

stab(tp(f/V [0,1]) = {g ∈ V [0,1] ; g(ω) = 0 for ω ∈ B and g(ω) ∈ V0 for ω ∈ C},
where B is the union of the sets Ai of type I and C is the union of the sets Ai of type II.

The proof of Theorem 4.13 can be generalized to the case of a stable group. In this case, we will
not construct explicitly the element whose type over GR is invariant. Instead, we will fix a finite
set of formulas ∆, do a local argument for ∆-types and then construct a global invariant type.

Theorem 4.16. If G is a stable definable group then GR is definably connected.

Proof. As in the proof of the previous proposition, let GU be an ultrapower of G that realizes
the generic types and let (K′,B′) = (K,B)U . For any given a ∈ GU we denote the corresponding
element of K′ by ã. Now, take (K′0,B′0) the product extension.

Take ϕ(x, y) an L-formula and {p1 ↾ ϕ∗, . . . , pn ↾ ϕ∗} the generic types restricted to ϕ∗ as in
Proposition 2.6. For i ≤ n, let gi be an element of GU that realizes pi. Define fϕ ∈ K′0 so that it

agrees with g̃i in Ω′ × [ i−1
n
, i
n
) for i ≤ n. Define the set of formulas

Σ(X) = {µJϕ(X,a)K = µJϕ(fϕ, a)K ; ϕ(x, y) L-formula, a ∈ K∣y∣}.
First we will see that Σ(X) is finitely satisfiable. In this way, by quantifier elimination it extends
to a unique global type and then we will prove that the stabilizer of this type is GR. The conclusion
will follow from Theorem 2.9. Let Σ0 be a finite subset of Σ. Without loss of generality we can
assume that it is of the form {µJϕ1(X,a)K = µJϕ1(fϕ1 , a)K, . . . , µJϕn(X,a)K = µJϕn(fϕn , a)K}. Take
∆ = {ϕ1(x, y), . . . , ϕn(x, y)} and {p1 ↾∆∗, . . . , pm ↾∆∗} the restriction of the generic types to ∆∗.

Let gj ∈ GU be such that gj ⊧ pj for j ≤m. Define f∆∗ in K′0 so that it agrees with g̃j in Ω′×[ j−1
n
, j
n
)

for j ≤ m. We will show that for i ≤ n, µJϕi(f∆∗ , a)K = µJϕi(fϕi , a)K. By Proposition 2.6 we have
that

µJϕi(f∆∗ , a)K = ∫
∣{p ↾∆∗ ; p ∈ S1(G) generic, ϕ(x, a(ω)) ∈ p}∣

∣{p ↾∆ ; p ∈ S1(G) generic}∣ dµ(ω)

= ∫
∣{p ↾ ϕ∗ ; p ∈ S1(G) generic, ϕ(x, a(ω)) ∈ p}∣

∣{p ↾ ϕ∗ ; p ∈ S1(G) generic}∣ dµ(ω)

= µJϕi(fϕi , a)K.
This shows that Σ is finitely satisfiable and it determines a unique type p ∈ SGR(K).
To show that the stabilizer of p is GR, it is enough to see that µJϕ(hfϕ, a)K = µJϕ(fϕ, a)K

for every L-formula ϕ(x, y), h ∈ GR and a ∈ K∣y∣. Let {p1 ↾ ϕ∗, . . . , pm ↾ ϕ∗} be the generic

types restricted to ϕ∗. Take H =
m

⋂
i=1

stab(pi, ϕ∗), then H is a definable subgroup of G of finite

index. Note that if c1, c2 ∈ G belong to the same coset of H then (c1pi) ↾ ϕ∗ = (c2pi) ↾ ϕ∗ far



RANDOMIZATION OF DEFINABLE GROUPS 14

every i ≤ m. Suppose that η1(x, b1), . . . , ηk(x, bk) define the cosets of H in G. Now for each
i ≤ k choose σi ∈ Sn such that for every g ∈ G, if G ⊧ ηi(g, bi) then (gpj) ↾ ϕ∗ = pσi(j) ↾ ϕ∗ for
every j ≤ m. As in the previous proof, we can construct a measure preserving transformation
T̂ ∶ Jϕ(hfϕ, a)KÐ→ Jϕ(fϕ, a)K, which completes the proof. �

In these two proofs there is an essential component and it is the amenanability of the group G.
If we fix ω ∈ Ω′, a formula ϕ(x, y) and a ∈ K∣y∣, then the quotient

∣{p ↾∆∗ ; p ∈ S1(G) generic, ϕ(x, a(ω)) ∈ p}∣
∣{p ↾∆ ; p ∈ S1(G) generic}∣

is the measure of ϕ(x, a(ω)). In this way, µJϕ(fϕ, a)K corresponds to integrating, as a function of
ω, the measure of ϕ(x, a(ω)). The fact that the measure is invariant by left translation guarantees
that the stabilizer of the type is GR. Having this in mind, we can generalize this result in order to
find a global invariant type in the randomization of a particular class of NIP groups.

Lemma 4.17. Let ν be a global M -invariant Keisler measure with M ≺ C small. Let (K′,B′)
be a model of TR that contains (K,B) as an elementary substructure and that also contains the
constant functions in M . Take ϕ(x, y) an L-formula and a a tuple in K. Then the map

rϕ,a ∶ Ω′ Ð→ [0,1]
ω z→ ν(ϕ(x, a(ω)))

is measurable.

Proof. Define the maps πa ∶ Ω′ Ð→ Sn(M) and Θϕ ∶ Sn(M) Ð→ [0,1] by ω z→ tp(a(ω)/M) and
tp(b/M) z→ ν(ϕ(x, b)) respectively. Note that Θϕ is well-defined since ν is M -invariant. And by
Proposition 2.16 it is also Borel. Now take c a tuple in M and ψ(z, y) an L-formula, we have that
(πa)−1([ψ(z, c)]) = Jψ(a, c)K. This shows that πa is measurable. Since Θϕ is Borel, rϕ,a = Θϕ ○ πa
is also measurable. �

Proposition 4.18. Let G be a definably amenable group in an NIP theory whose measure is
M -invariant with M ≺ C small. Then there is a type p ∈ SGR(K) such that stab(p) = GR.

Proof. Let CU be an ultrapower of C that realizes the generic types and let (K′,B′) = (K,B)U . Given
a ∈ CU , we denote the corresponding element in K′ by ã. Take (K′0,B′0) the product extension.
Given ϕ(x, y) an L-formula and a a tuple in K we define r̄ϕ,a = ∫ rϕ,a dµ. We will prove that the
set of LR(K)-conditions

Σ(X) = {∣µJϕ(X,a)K − r̄ϕ,a∣ ≤ ε ; ϕ(x, y) L-formula, a a tuple in K, ε > 0}.
is finitely satisfiable in (K′0,B′0). Take m conditions in Σ(x), without loss of generality we can

assume that they are of the form ∣µJϕk(x, a)K − r̄ϕk,a∣ ≤ ε with 1 ≤ k ≤ m. Given the formulas
ϕ1(x, y), . . . , ϕm(x, y) and this ε take p1, . . . , pn ∈ SG(C) as in Corollary 2.13. This means that for
every tuple b in C and every k ≤m

∣ν(ϕk(x, b)) −Av(p1, . . . , pn;ϕk(x, b))∣ < ε.
Let g1, . . . , gn ∈ CU be such that gi ⊧ pi for 1 ≤ i ≤ n. Define f ∈ K′0 by

(***) f(ω, t) = gi for (ω, t) ∈ Ω′ × [ i − 1

n
,
i

n
) with 1 ≤ i ≤ n.

Fixing k ≤m we obtain that

∣µJϕk(f, a)K − r̄ϕk,a∣ = ∣∫ λ{t ∈ [0,1] ; C′ ⊧ ϕk(f(ω, t), a(ω))} dµ − ∫ rϕk,a dµ∣

≤ ∫ ∣Av(p1, . . . , pn;ϕk(x, a(ω))) − ν(ϕk(x, a(ω)))∣ dµ
< ε.
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This shows that f realizes this set of conditions. In this way, Σ(X) defines a partial type
and by quantifier elimination it extends to a unique global type p ∈ SGR(K). We will prove that

stab(p) = GR. Take f̂ in some elementary extension of (K′0,B′0) that realizes p. It suffices to show
that for every L-formula ϕ(x, y), tuple a in K, ε > 0 and h ∈ GR

∣µJϕ(f̂ , a)K − µJϕ(hf̂ , a)K∣ < ε.
The conditions µJϕ(X,a)K = µJϕ(f̂ , a)K and µJϕ(hX,a)K = µJϕ(hf̂ , a)K belong to p. Take f ∈ K′0

as in (***) so that ∣µJϕ(f, a)K−µJϕ(f̂ , a)K∣ < ε/4 and ∣µJϕ(hf, a)K−µJϕ(hf̂ , a)K∣ < ε/4. Using that G
is definably amenable we obtain that ν(ϕ(x, a(ω))) = ν(ϕ(h(ω)x, a(ω))) for every ω ∈ Ω′. Hence,

∣µJϕ(f̂ , a)K − µJϕ(hf̂ , a)K∣ ≤ ∣µJϕ(f̂ , a)K − µJϕ(f, a)K∣ + ∣µJϕ(f, a)K − µJϕ(hf, a)K∣
+ ∣µJϕ(hf, a)K − µJϕ(hf̂ , a)K∣

< ε

2
+ ∣∫ Av(p1, . . . , pn;ϕ(x, a(ω))) dµ − ∫ Av(p1, . . . , pn;ϕ(hx, a(ω))) dµ∣

≤ ε

2
+ ∫ ∣Av(p1, . . . , pn;ϕ(x, a(ω))) −Av(p1, . . . , pn;ϕ(h(ω)x, a(ω)))∣ dµ

≤ ε

2
+ ∫ ∣ν(ϕ(x, a(ω))) + ε/4 − (ν(ϕ(h(ω)x, a(ω))) − ε/4)∣dµ

= ε.
�

For the next result we will need the notion of Lascar types.

Definition 4.19. Let a and b be two tuples in a continuous structure N and A ⊆ N . We say
that a ∼A b if there is an elementary extension N1 of N and an elementary substructure N0 ⪯ N1

containing A such that tp(a/N0) =tp(b/N0). Having the same Lascar type over A is the transitive
closure of ∼A, and in this case we write Lstp(a/A) =Lstp(b/A).

From the definition follows immediately that types over models agree with Lascar types.

Proposition 4.20 (Fact 5.2 in [5]). Having the same Lascar type over A is the finest bounded
A-invariant equivalence relation.

Corollary 4.21. Let G be a definably amenable group in an NIP theory whose measure is M -
invariant with M ≺ C small. Then G is definably connected.

Proof. We will show that for any given type p ∈ SGR(K), we have stab(p) ⊆ G00. The result
follows by taking p to be the global invariant type given by the previous proposition. Take
h ∈ stab(p) and let N ⪯ (K,B) be a small model containing h. If g ⊧ p ↾N then also hg ⊧ p ↾N.
Therefore, tp(g/N) =tp(hg/N). This implies that Lstp(g/N) =Lstp(hg/N). Since, the equivalence
relation defined by x ∼ y if and only if xy−1 ∈ G00 is bounded and N -invariant we conclude that
h = (hg)g−1 ∈ G00. �

The next example is the analogous to Example 4.14 for the NIP case.

Example 4.22. Let T be the theory of RCF and let R̃ be a saturated extension of R. As
before, consider (R[0,1],Bλ) and (R̃[0,1],Bλ)0. We will study stab(p/R[0,1]) where p is realized in

(R̃[0,1],Bλ)0. Suppose f = ∑i,j≥0 rijχAi×Bj where {Ai ; i ≥ 0} and {Bj ; j ≥ 0} are Borel partitions

of [0,1]. Take g ∈ R[0,1] and write g = ∑k,i≥0 skχCk∩Ai , where {Ck ; k ≥ 0} are Borel and form a

partition of [0,1]. Assume tp(g + f/R[0,1]) =tp(f/R[0,1]) and consider the restriction to Ai. Now,

{(ω, t) ∈ Ai × [0,1] ; f(ω, t) is bounded} = ⋃
n∈N

J−n < f < nK ∩ (Ai × [0,1])

is a Borel subset of [0,1] × [0,1]. We study two cases.
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Case 1. Assume that µ{(ω, t) ∈ Ai × [0,1] ; f(ω, t) is bounded} > 0. We say such a set Ai is of

type I. Now consider s > 0 and let {ri ∶ i ≤ m} ∈ R̃ be the values on the range of f in Ai × [0,1]
that are bounded and whose support has measure at least s. Then whenever r ∈ R we have
tp({ri ; i ≤m}/R) =tp({ri + r ; i ≤m}/R) if and only if r = 0. Thus we must have g ↾Ai= 0.

Case 2. Assume that µ{(ω, t) ∈ Ai × [0,1] ; f(ω, t) is bounded} = 0 and call such sets of type II.
Then for any r ∈ R we have that tp(f(ω, t)/R) =tp(f(ω, t) + r/R). So for (ω, t) ∈ Ai × [0,1] and
any g, we have tp(f(ω, t)/R) =tp(f(ω, t) + g(ω)/R) .

We can conclude that stab(tp(f/R[0,1]) = {g ∈ R[0,1] ; g(ω) = 0 for ω ∈ B}, where B is the union
of the sets Ai of type I.
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